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Recall: Ridge Regression

By = argmin Z(y, Bo - Z@xu) +AZBJ

ﬁ (607 >I8p)€Rp+l i=1

RSS

where A > 0 is the tuning parameter and A Zf:l 5j2 is a
shrinkage/regularization penalty.
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Recall: Lasso Regression

- AL L .
The lasso coefficients, By, minimize the quantity

n p p
> (i=Bo=Y Bx)*+ 1) 15l
i1 =1 j=1

In the case of the lasso, the £; penalty has the effect of forcing some
of the coefficient estimates to be exactly zero when the tuning
parameter A is sufficiently large.
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Toy Example: the Shrinkage Effects of Ridge and Lasso

@ Assume that n = p and X =1,. We force the intercept term Sy = 0.

@ In this way,
" b1 €1
: o
Yp Bp €p

@ We assume

E[l¢]=0, E[&]l=0°,  Vje{l,...,p}.
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Toy Example: OLS Estimator

@ The OLS approach is to find 31,..., 3, that minimize

p
> (-8
Jj=1

This gives the OLS estimator

A

Bj:yja VjE{l,,p}
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Toy Example: Ridge Estimator

@ The ridge regression looks for f31,. .., 3, that minimize

& 2 a 2
Y (=B + 1) B
j=1 J=1

This leads to the ridge estimator

Since A = 0, the magnitude of each estimated coefficient is
proportionally shrinked towards 0.
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Toy Example: Lasso Estimator

@ Lasso looks for f31,..., 3, that minimize

p , p
Z(Yj - Bj) + /\Z 181
j=1 =1

Which results ir
yi— A2 ify; > A2
BE =Ly + A2 ify; < —A/2;
0 i [y5] < A/2.
The estimated coefficients from Lasso are shrinked by a fixed amount,
and equal to zero when the OLS estimate is in [-\/2,\/2]. The
above shrinkage is known as soft-thresholding.
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Toy Example: An lllustrative Figure
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Toy Example: Bias and Variance of the OLS

Recall
yj:/Bj+€j7 VJE{].,,p}

For any j € {1,..., p}, the OLS estimator BAJ- = y; satisfies

o Bias: A
E[5;] = E[y;] = E[B; + ¢;] = 5

@ Variance:
Var(f3;) = Var(¢j) = o’
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Toy Example: MSE of the OLS

@ Mean squared error of the jth coefficient:

N 2 ~ 2 ~ 2
E[(3-8) | = (EI31-5) +Var(5) = o
@ Mean squared error of all p coefficients:

E{Z (5 - g,.)z} _ o,

Jj=1
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Toy Example: Bias and Variance of Ridge

Recall
yj=,8j+6j, V_[E{].,,p}
For any j € {1,..., p}, the ridge estimator with tuning parameter ),
AR _ Y
B = 1+ X\

satisfies

o Bias:

AR Yi 1_=[Bitg]_ B
E[ﬁf]_E[1+)\]_E[1+A}_1+)\

A —A\B;
E[5]- 5 = 1f;

@ Variance: )
Ej ) _ o
1+X/ 7 (1+))2
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Toy Example: MSE of the Ridge

@ Mean squared error of the jth coefficient:
AR 2 AR 2 AR
E[(8F-8) | = (BIBf1- ;) +Var(3)

~ /BJ 2 0_2
'(1+A_@)+(1+M2
N7 >

T a0 AN

Recall that E[(3; — 8;)°] = o°.
@ Mean squared error of all p coefficients:

o3 (5 -5 - YR
: |

5 (1+ )2
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Quiz Time!
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